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(2x4+5x8)=50 bytes
bytes
(21x44+2%x8+A)<200 bytes

100 Mbytes

RMC
Hoogenboom-Martin B
26 18
2.1<10’
1 Mbytes
1.2
ACE
RXSP ACE
393 785 Mbytes
2 Mbytes
10 Gbytes
1.3
3
3
2
2x7x8=112
bytes 112Nhsty
bytes Nhsly
10°

Gbytes

14

50 bytes
(17> 17)>=(21><21)=1.27><10°

5 100 6.4x10°

320 Gbytes

15

1
Table I  Analysis of Memory Demand in MC

Simulation
<200 bytes 10 <100 Mbytes
2 Mbytes 10° 10 Gbytes
112 bytes 10 1 Gbytes
50 bytes 10° =100 Gbytes
— — <100 Mbytes
2
2.1
1
3
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2.2

RMC
MPI
2
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1
Fig.1 Schematic Diagram of Tally Data

Decomposition Algorithm

decompose tally data to different processors
for cycle = 1 to CycleNum

| for neutron = 1 to NeutronNum

| | tracking history

| | | if(tally not local)

| | | save it to tally buffer(target
processor, tally position)

| | end one history

| | if(meet communication period or
last neutron)

2.3

[ .

[ .
(MPI_Send)
I
data (MPI_Recv)

| \ | else if(myld > targetld)

| \ | receive tally number and
data (MPI_Recv)
[ .
(MPI_Send)

| \ |  add received tally to local data
| end for loop

end for loop

if(myld < targetld)
send tally number and data

receive tally number and

send tally number and data

MPI_Send MPI Recv

decompose tally data to different processors
for cycle = 1 to CycleNum

| post non-blocking receives from other
processors(MPI_Irecv)

| for neutron = 1 to NeutronNum

| \ tracking history

| | | if(tally not local)

| | | save it to tally buffer
(target processor, tally position)

| | \ if(buffer is full)send this
buffer to target(MPI_Isend)

| | end one history

| | if(meet check period)

| \ |  testall receives(MPI_Test)

| | |  while(one received success)

| | | | add received tally to local
data

| | | | if(not last recv)post receive
again (MPI_Irecv)

| | |  end while loop

| \ if(last history)

| | send all buffer out(MPI_Isend)
| | wait all send and receive
success(MPI_Wait)

| end for loop

| process cycle end

end for loop
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3
Table 3 Parallel Performance of Tally Data Decomposition
Algorithms on Clusters
RMC RMC RMC
/min . /min . /min .
Hoogenboom- % % %
) ] 12 | 6624 | 1000 | 68.18 | 972 | 6624 | 100.0
Martin 24 | 3348 | 989 | 3463 | 956 | 3348 | 989
6362400 48 | 1681 | 985 | 1756 | 943 | 1681 | 985
72 | 1121 | 985 | 11.89 | 928 | 1121 | 985
RMC 96 | 843 98.2 9.06 91.4 8.43 98.2
RMC 3 120 | 6.78 97.7 7.40 89.6 6.78 97.7
144 | 562 98.2 6.49 85.1 5.62 98.2
240 | 3.39 97.7 4.60 72.1 3.39 97.7
2 3 360 | 228 | 969 | 410 | 539 | 228 | 969
2xIntel®

Xeon® CPU E5-2690@2.90GHz, Windows Server
Kcode 100000 10 20

10° 10 10

Table 2 Calculation Time and Average Memory of
Tally Data Decomposition Algorithms on
Multicore Server

RMC RMC RMC
/min /MB /min /MB /min /MB

1 53.8 | 1006.2 | 542 1006.1 56.8 1006.3
2 29.6 | 942.0 30.1 820.5 30.2 820.9
4 15.1 | 909.9 15.0 727.5 15.6 728.2
6 104 | 899.2 10.6 696.5 10.8 697.5
8 8.0 893.9 8.3 681.1 8.1 682.5
12 5.4 888.5 5.6 665.5 5.4 668.4

2

1.4
6362400 250
Mbytes
2
= & 100 E a4

4
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Abstract The applications of Monte Carlo method in reactor physics analysis are restricted due to
excessive memory demand in solving large-scale problems, while data decomposition is supposed to be a
remedy. In this paper quantitative memory requirements in MC simulation are analyzed. Two types of tally
data decomposition algorithms, which utilize synchronous and asynchronous communications, are designed
and implemented in Reactor Monte Carlo code(RMC). Numerical tests are carried out to evaluate
performance of new algorithms. It is shown that tally data decomposition algorithm can reduce memory size
effectively while parallel efficiency of the code is not affected.

Key words Data decomposition, Tally, Monte Carlo, Memory, RMC, Parallel efficiency
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